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once mechanical contact is established. At the pellet/pellet
interface, the cladding is bent outward (higher tensile stresses
on the exterior), while in the center of the defect, it is bent
inward (higher tensile stresses on the interior).

! After the refueling event at 730 days, the power is low enough
at this location to re-open a gap between the fuel and cladding,
resulting in a reversal of the hoop stresses. This causes the hoop
creep strains that decrease over time, rather than increase over
time, as they do when there is mechanical contact between the
fuel and cladding. This is an example of deconditioning, in
which the cladding diameter decreases due to creep-down. This
deconditioning causes the cladding to experience higher stres-
ses during sudden power ramps from this state.

! At both the pellet/pellet interface and waist locations, the blade
pull event does not result in a noticeable increase in hoop creep
strains, but during and after the high power ramp, there is a sig-
nificant increase in the hoop creep strain at the cladding inte-
rior. The creep strain at the cladding exterior is virtually
unaffected by either of these transients because the tempera-
tures are significantly (over 20 K) lower at the exterior.

! After the high power ramp, the hoop stress at the pellet/pellet
interface decreases noticeably due to the significant creep
strains experienced at that location. At the waist, the creep
strains are significantly lower, and no such decrease in hoop
stress is observed. The greater hoop creep strains at the pel-
let/pellet interface are somewhat counter-intuitive because
the hoop stress is lower at that location than at the waist, but
this can be explained by the fact that the von Mises stress is
higher at that the pellet/pellet interface because of the combi-
nation of high tensile hoop stress and compressive axial stress,
which is caused by local bending in the axial direction at this
location.

6. Comparison of 2D cross section and 3D representations of
defective region

The contour plots of fields of interest from the 3D simulation
shown in Figs. 8 and 9 and the time history plots of quantities of
interest at various locations shown in Fig. 11 clearly show that
there are significant variations in the cladding response along the

Fig. 8. Temperature solution for baseline case (0.1 mm deep flaw) at end of analysis (time point m), for (a) fuel and cladding and (b) cladding only. Cladding results are
provided from two viewpoints to show the response on the interior and exterior in the defect region. Displacements are magnified 10" for the cladding-only case.
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§  Finite element based, engineering fuel performance code 
based on INL’s open-source MOOSE framework

§  Solution of fully-coupled equations of thermo-mechanics in 
1D, 2D, or full 3D

§  Used to analyze various fuel forms including LWR, TRISO, 
and fast metal and oxide fuels

§  Designed for efficient use on parallel computers
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Table 2
Overview of the main integral experimental data used for validation of BISON.

Experiment Rod Final Burnup (MWd/kgU) FCT FGR Rod Dia Refs.

IFA-431 1a ≈4 X Hann et al. (1978)
IFA-431 2a ≈4 X Hann et al. (1978)
IFA-431 3a ≈4 X Hann et al. (1978)
IFA-431 (3D) 4a ≈4 X Hann et al. (1978), Hales et al. (2013a)
IFA-432 1a ≈32 X Hann et al. (1978), Sartori et al. (2010)
IFA-432 2a ≈32 X Hann et al. (1978), Sartori et al. (2010)
IFA-432 3a ≈32 X Hann et al. (1978), Sartori et al. (2010)
IFA-515.10 A1b 86.6 X Tverberg and Amaya (2001)
IFA-534 18 59.0 X Sartori et al. (2010)
IFA-534 19 59.0 X Sartori et al. (2010)
IFA-535 809 54.4 X Sartori et al. (2010)
IFA-535 810 54.4 X Sartori et al. (2010)
IFA-562.2 15 56.7 X X Lösönen (1989)
IFA-562.2 16 56.2 X X Lösönen (1989)
IFA-562.2 17 56.2 X X Lösönen (1989)
IFA-597.3 8 68.1 X X Sartori et al. (2010)
Risø-2 GE-m 15.8 X X Sartori et al. (2010)
Risø-3 AN2 40.7 X X Sartori et al. (2010)
Risø-3 AN3 42.0 X X Sartori et al. (2010)
Risø-3 AN4 42.0 X X Sartori et al. (2010)
Risø-3 GE7 40.9 X X Sartori et al. (2010)
Risø-3 II3 17.6 X X X Sartori et al. (2010)
Risø-3 II5 47.6 X X X Sartori et al. (2010)
OSIRIS H09 46.1 X X Sartori et al. (2010)
OSIRIS J12 26.7 X X Sartori et al. (2010)
REGATE 47.0 X X Sartori et al. (2010)
USPWR 16x16 TSQ002 53.2 X X Sartori et al. (2010)
USPWR 16x16 TSQ022 58.1 X X Sartori et al. (2010)
R.E. Ginna 2 51.2 X X Sartori et al. (2010)
R.E. Ginna 4 57.0 X X Sartori et al. (2010)
HBEP BK363 76.0 X IAEA (2012)
HBEP BK365 78.3 X IAEA (2012)
Tribulation BN1/3 50.7 X X Sartori et al. (2010)
Tribulation BN1/4 50.6 X X Sartori et al. (2010)
Tribulation BN3/15 51.1 X X Sartori et al. (2010)

a Only considered first rise to power.
b Included first rise to power in beginning of life comparisons.

comprehensive list of the standard models and assumptions used,
and a more detailed description of each validation case, is available
in the BISON validation report (Perez et al., 2015).

5.2. Validation of thermal behavior

Accurate fuel temperature predictions are essential for fuel per-
formance and safety analysis as all key phenomena taking place
in a fuel rod are dominated by the local temperature (Lassmann,
1988). Numerous experiments have been conducted with in-situ
measurements of the fuel centerline temperature using either a
centerline thermocouple or extensometer. The set of experiments
considered here are identified in Table 2.

5.2.1. Beginning of life thermal behavior
Temperature comparisons during the first rise to power

(referred to as Beginning of Life (BOL) in this paper) are significant
as they isolate several important aspects of fuel rod behavior before
complexities associated with higher burnups are encountered.
Accurate prediction of BOL fuel centerline temperature requires
accurate models for the fuel and cladding thermal conductivity and
gap conductance. The latter depends principally upon the gap gas
conductivity and gap width, which in turn depends on models for
fuel and cladding thermal expansion and fuel relocation.

Fig. 5 summarizes BOL fuel centerline temperature compar-
isons for the set of experiments in Table 2 where such data are
available. Plotted is the predicted versus measured fuel centerline
temperature as the rod power is increased during power-up. For
all cases considered to date, deviations between BISON predictions
and experimental data are less than ±10%. Although measurement

uncertainty is rarely reported, reference (Hann et al., 1978), which
is the data report for the Halden IFA-432 experiment, indicates
temperature measurement uncertainty of ±1% over the temper-
ature range of interest. However, the same report indicates that
the uncertainty in assembly power is on the order of ±6%. Uncer-
tainties in power and in fuel thermal conductivity are expected to
be responsible for most of the uncertainty in the calculated fuel
temperature (Bouloré et al., 2012).

With one exception, all of the comparisons in Fig. 5 involved
experiments and models which were assumed to be axisymmetric.
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Fig. 5. BOL measured vs. predicted fuel centerline temperature for fuel rods in IFA-
431,  IFA-432, and IFA-515.10. LTC and UTC stand for lower and upper thermocouple
measurements, respectively. M = P stands for Measured = Predicted.
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Intra-granular model
q  Computes intra-granular bubble evolution and 

swelling, and gas diffusion to grain boundaries 

q  Derived from cluster dynamics equations, 
simplified for application to engineering codes  

q  Can be informed with improved parameters 
from advanced lower-length scale models  

The last approximations in Eqs. 8, 9 are based on the coefficients !!,! and !!,! being close to unity 135 

for a size distribution which peaks near the average value. This kind of size distribution is typical of 136 

experimental observations of intra-granular bubbles [12], [15]. With these approximations and the 137 

definitions given in Eqs 5, 6, Eqs. 7 become 138 

We close the system by defining the average bubble size in terms of the atoms per bubble and 139 

bubble radius (according to [13]), respectively 140 
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the fuel pins using a diamond slitting wheel and these 
were ground on both sides to a thickness of -0.25 mm 
and polished on one face to a 1 grn diamond fmish. 
These sections were fractured along the cracks which 
arise during irradiation and by suitable selection of the 
pieces it was possible to designate the area from which 
they came and from the temperature profile across 
the pin to assign an gradation temperature to them. 

The small pieces were electrolytically polished to 
produce thin foils using a “UNITHIN” twin jet 
polishing machine mounted in a shielded glove box 
[S]. The thin foils were examined in a 100 kV trans- 
mission electron microscope and, after coating with 
~uminium, in a scanning electron microscope. 

No additional shielding of the specimen chambers 
of the electron microscopes was necessary and maxi- 
mum irradiation levels at the operator due to the 
specimens were GO.2 mR/hour. 

3. Results 

The effect of temperature on the fission gas bubble 
distribution was best seen in pins 1 and 2 which had 
centre temperatures of 1360 and 1830°C respectively. 
Thin foils over the temperature range 900- 183O’C 
showed a high density of small intragranular gas bub- 
bles. These bubbles were best seen in the under or over- 
focussed condition when they appeared light or dark 
respectively. The bubbles formed in lines and this was 
particularly noticeable above 1000°C. As the tempera- 
ture increased these lines became slightly longer and 
more clearly defined. Examination of stereo-pairs of 
micrographs confirmed that the lines of bubbles were 
straight and in many cases traversed the foil thickness. 
The directions of the lines were plotted on stereo- 
graphic projections and were totally random. Evidence 
for the nucleation of all the bubbles in any particular 
line at the same time was occasionally observed in that 
the line was not a discrete line of bubbles but more 
like a decorated dislocation, e.g. fig. 2. The bubbles 
often had a square image with the sides of the square 
parallel with (110) fig. 3. 

Up to 1700°C the gas bubble distribution was fair- 
ly uniform but above 17OO’C the bubble density in- 
creased near grain boundaries and the distribution be- 
came non-uniform within the grains. Inside the grains 
there were areas devoid of bubbles and there was a 

Fig. 2. Transmission electron micrograph taken over-focus of 
a thin foil from pin 2 at an irradiation temperature of 1650°C. 
The line marked AB is seemingly just forming and looks more 
like a decorated dislocation than a line of bubbles. 

Fig. 3. Transmission electron micrograph taken over-focus of 
a thin foil from pin 2 at an irradiation temperature of 1800°C. 
The square sides of the bubble images are parallel with (1 IO ). 

C. Baker, J. Nucl. Mater. 66, 283-291, 1977 



Grain-boundary model
q  Bubble growth with inflow of atoms and 

vacancies (Speight and Beere, Met. Sci. 9, 1975) 

q  Bubble coalescence with geometrical 
reasoning (White, JNM 325, 61-77, 2004)

q  Gaseous swelling coupled to FGR 

q  Two FGR contributions: 

•  Grain-boundary saturation 
 

•  Burst release associated with              
micro-cracking 

( )I. Zacharie et al.rJournal of Nuclear Materials 255 1998 85–9188

Fig. 3. Intergranular swelling determined by image analysis as a
function of treatment time at different temperatures.

3.2. Xenon release

The release of fission gases varies in the same manner
as swelling. The xenon release curves shown in Fig. 4
show a fast increase in the first 60 min of treatment
followed by a slow increase accelerated by temperature.
Substantial swelling is thus accompanied by a large release
of fission gases and vice versa. The thermal release of
fission gases becomes significant only above 11308C.
The curves also show considerable scatter of points at

17158C. This is attributed to the temperature measurement
uncertainty, which strongly affects a release in this range.

3.3. Comparison

The swelling values obtained using the conventional
hydrostatic weighing method are more reliable than those

Žobtained with the other two methods image analysis and
. Ž .the improved hydrostatic weighing method Fig. 5 . As

Fig. 4. Release of xenon as a function of treatment time at
different temperatures.

Fig. 5. Comparison of the results of swelling obtained by the three
methods as a function of treatment time at 15458C and 17158C.

the conventional method does not account for the open
porosity, it can be deduced that its contribution is signifi-
cant. Indeed, micrographic examination indicates the pres-
ence of channels at the grain boundary edges beyond
14108C, which, it is assumed, participate in open porosity,

Ž .as they are open to the exterior Fig. 6 .

Fig. 6. Scanning electron microscope examination of fractures of
Ž .samples 25 GWdrtU untreated and after heat treatment: forma-

tion of tunnels on the grain boundary edges.

I. Zacharie et al., J. Nucl. Mater. 255, 
85, 1998  

R.J. White et al., Tech. Rep. R&T/NG/
EXT/REP/0206/02, 2006 
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Separate-effects validation examples

Comparisons of local 
intra-granular bubble 
number density and size 
in base-irradiated UO2  
(Pizzocri et al., JNM 
502, 2018).  
Experimental data from 
Baker, JNM 66, 1977. 

G. Pastore et al. / Nuclear Engineering and Design 256 (2013) 75– 86 81

Table 5
Summary of experimental data of grain-face swelling considered in the present work (White et al., 2006).

SEM zone (!V/V)gf (%) SEM zone (!V/V)gf (%) SEM zone (!V/V)gf (%)

4000-A 0.97 ± 0.35 4064-A 1.07 ± 0.58 4160-A 2.61 ± 0.57
4000-B 0.68 ± 0.12 4064-B 0.86 ± 0.32 4160-B 2.30 ± 0.56
4000-C 0.53 ± 0.10 4064-C 0.63 ± 0.22 4160-C 2.60 ± 0.36
4000-D  0.46 ± 0.10 4064-D 0.74 ± 0.19 4160-D 1.64 ± 0.20
4000-F  0.17 ± 0.4 4064-E 0.59 ± 0.26 4160-E 1.22 ± 0.21

4160-F 0.74 ± 0.09

4004-A  0.62 ± 0.13 4065-A 1.25 ± 0.43 4162-A 0.70 ± 0.26
4004-B 0.70 ± 0.26 4065-B 1.35 ± 0.30 4162-B 0.46 ± 0.17
4004-C 0.44 ± 0.11 4065-C 0.97 ± 0.26 4162-C 0.43 ± 0.18
4004-D 0.56 ± 0.15 4065-D 0.79 ± 0.15 4162-D 0.43 ± 0.22
4004-E  0.27 ± 0.07 4065-E 0.21
4004-F 0.16

4005-A 0.94 ± 0.16 4159-A 1.85 ± 0.22 4163-A 0.60 ± 0.20
4005-B  0.57 ± 0.20 4159-B 1.67 ± 0.26 4163-B 0.59 ± 0.18
4005-C 0.42 ± 0.12 4159-C 1.37 ± 0.16 4163-C 0.35 ± 0.10
4005-D  0.54 ± 0.15 4159-D 1.06 ± 0.15 4163-D 0.40 ± 0.06
4005-E  0.27 ± 0.02 4159-E 0.91 ± 0.28 4163-E 0.26 ± 0.13

the calculation. This hypothesis is consistent with the observa-
tion that, in all of the studied cases, the base-irradiation resulted
in negligible fission gas release and micro-structural changes
(White et al., 2006).

• The fuel grain size is assumed to remain constant at the
final (measured) value throughout the ramp test. Grain growth
calculations based on the model of the TRANSURANUS code
(Ainscough et al., 1973; Lassmann et al., 2011) showed that the
predicted grain growth is lower than or comparable to the exper-
imental scatter for the grain size data (White et al., 2006) in all
the analysed cases.

An example of calculation is presented in Fig. 3. During the
conditioning time, "1, the bubble over-pressure is very high
(p/peq ≈ 30–40 in this case). The subsequent increase in temper-
ature following the power ramp leads to rapid growth of grain-face
bubbles caused by an increase of the intra-granular gas diffusion
and of the vacancy absorption rate (Section 2). Consequently, the
grain-face swelling increases and FGR commences. It can be noted
that the model predicts the incubation behaviour of the FGR. Also,
the coupling between FGR and swelling is consistently described,
since the swelling rate is reduced by loss of gas from the grain faces
as FGR takes place.

The comparison of the calculations with all the experimen-
tal data of grain-face swelling considered in the present work
(Table 5) is shown in Fig. 4. The results point out a reasonable over-
all agreement, without any fitting applied to the model parameters.
Although an average under-estimation of the experimental values

Fig. 2. Schematic of a generic power ramp test of the AGR/Halden Ramp Test Pro-
gramme (White et al., 2006). The parameters for each case are reported in Table 3.

is observed, the level of accuracy appears to be consistent with the
uncertainties pertaining to the parameters and satisfactory in view
of the application of the new model to integral fuel rod analysis.

4. Model testing in the TRANSURANUS code

The applicability of the new model to integral fuel rod anal-
ysis was verified through implementation and testing in the

Fig. 3. Grain-face swelling and fission gas release (defined as the ratio of the released
to  the generated gas) for the SEM zone 4000-A, calculated using the new model. The
temperature (White et al., 2006) is also shown. The figure zooms in on the ramp.

Fig. 4. Comparison between values of grain-face swelling calculated using the new
model and the experimental data from (White et al., 2006).

Comparisons of local grain-boundary 
swelling in power-ramped UO2 
(Pastore et al., NED 256, 2013).  
Experimental data from White et al., 
R&T/NG/EXT/REP/0206/02, 2006. 



Integral validation examples

Risø-3 AN4  

Integral FGR vs time during LWR fuel rod 
power ramp experiment (Risø-3 AN4) 

Integral FGR at EOL for 19 LWR fuel 
rod power ramp experiments  



Integral validation examples

Risø-3 AN2  Risø-3 AN8  

Radial profiles of Xe concentration after ramp tests calculated with BISON and PIE data  



CABRI REP Na-3 power pulse test 
Left: Power, calculated energy deposited and radially averaged fuel enthalpy at peak power node 
Right: FGR with fuel centerline temperature. The inset shows a shorter time around the power pulse 

RIA integral simulation example



CABRI REP Na-3 power pulse test 
Left: Micrographs of from power pulse tests showing fuel micro-cracking (Top: CABRI REP-Na 5, 
Lemoine et al., Halifax, 2000. Bottom: NSRR JM-4, Nakamura et al., J. Nucl. Sci. Technol. 33, 1996)
Right: FGR with fuel centerline temperature. The inset shows a shorter time around the power pulse 

RIA integral simulation example

View publication statsView publication stats

Fission Gas Induced Cladding Deformation of LWR Fuel Rods under RIA Conditions 931 

is modeled to become smaller as the P/C contact pres- 
sure increases, and to be zero when the contact pres- 
sure becomes higher than 34.5 MPa. Thus, the cracking 
in FRAP-T6 works mostly for thermal calculations to 
change the gap heat transfer, but is less important for 
the deformation while the cladding stays cool. 

The other type of fuel thermal expansion model, 
GAPCON(""), was examined with the earlier NSRR fresh 
fuel tests to simulate the thermal and mechanical fuel 
behavior including the P/C gap performance(2o). The 
GAPCON model assumes that a radial annulus of radius 
(rm) at the peak temperature (Tm) expands freely gen- 
erating cracks with other annuli inside at lower temper- 
atures. Thermal expansion of the outside annulus thick- 
ness, Aria(Ti), are added to the thermal expansion of 
the peak temperature radius, rma(Tm). The GAPCON 
model successfully simulated the fresh fuel tests(20) and 
had no arbitrary input parameter. Thus, the GAPCON 
model is installed in the FRAP-T6 for the irradiated fuel 
test simulations. The thermal expansion models are used 
to calculate fuel radius, rf, in Eq.(3). without the effect 
of the fission gas induced swelling. 

IV. NSRR TEST SIMULATIONS 
1. Assumptions 
In the irradiated BWR fuel Test TS-4 with peak fuel 

enthalpy of 370 J/g, grain boundary separation was ob- 
served in a limited zone of about 200pm thickness at 
the fuel periphery. The separation in Test JM-4, on the 
other hand, occurred widely covering the fuel center with 
peak fuel enthalpy of 703 J/g in which cladding deforma- 
tion was significant, as shown in Photo. 1. The thresh- 
old temperature for the grain boundary separation was 
provisionally assumed to be 1,lOO"C to cause the defor- 
mation of the cladding and subsequent fission gas re- 
lease. The gas was assumed to stay in the grain bound- 
aries while it generated the cladding deformation within 
about 0.2 s. 

Fission gas generation was estimated by ORIGEN2(30) 
and its distribution was based on the radial burnup pro- 
files estimated by RODBURN. The fraction of fission gas 
present in the grain boundaries was assumed to be 15% 
except for the fuel periphery of high burnup PWR fuels. 
The grain boundary inventories was not directly mea- 
sured experimentally for the test rods; thus, the fraction 
was estimated based on FASTGRASS(3') simulation of 
the base irradiation'"). In the high burnup PWR fuels 
for the NSRR tests, fuel restructuring in the periphery 
of about 60 pm thickness was recognized. Cunningham 
et  aZ.(32) suggested that fission gases in the rim region 
were lost from the UOz matrix and likely retained in the 
porosity. The fission gas relocation was observed in a 
region a few times wider than the optically recognized 
rim. To take account of this phenomenon, 100% of the 
fission gas in the fuel was assumed to be located in the 
grain boundaries in the fuel periphery of about 200 pm 

Photo. 1 Grain boudary separation observed 
in Tests TS-4(") and JM-4(") 

thickness for the HBO test simulations. 

2. Results 
The fuel and cladding temperatures estimated for 

Tests JM-4, HBO-3 and TS-4 are shown in Figs. lO(a), 
(b) and (c). The fuel pellets were rapidly heated up 
above 1,500"C at the fuel periphery in all the tests at 
about 0.2 s due to pulse irradiations of about 4 to 7 ms 
half width. The centerline temperature of the LWR fu- 
els, however, remained below 1,lOO"C due to the sharp 
radial power peakings of the fuels. Then, the cladding 
was stressed by the grain boundary fission gases in the 
whole pellet in the Test JM-4 simulation and in the fuel 
periphery in the simulations for Tests HBO-3 and TS- 
4. The cladding stress increased sharply when the P/C 
gap closed by expansion of the fuel pellets, as shown in 
Fig. 11 in the Test JM-4 simulation. The P/C con- 
tact pressure (peak value: 115MPa) due to cladding 
displacement by the pellet thermal expansion during 
the early deformation was higher than the fission gas 
pressure (peak value: 30 MPa). Thus, the deformation 
was dominated by thermal expansion of the pellets until 
about 0.26s. This PCMI generated cladding hoop de- 
formation of about 1% and the stress was relaxed by the 
plastic strain of 0.3% at 0.21 s as shown in Fig. 11. With 
the cladding temperature increase and reduction of yield 
stress, the deformation was then dominated by the fis- 
sion gas pressure from 0.26 s. The cladding deformation 

VOL. 33, NO. 12, DECEMBER 1996 



Atomistic modeling for Xe diffusivity 
•  Atomistic (DFT, empirical potential) modeling for the diffusivity of 

Xe in the UO2 matrix is performed at Los Alamos National Lab. 

•  Early work led to a new diffusivity model that was implemented 
in BISON (D.A. Andersson et al., JNM 451, 225, 2014) 

•  Further work is in progress at LANL 

pre-exponential factor of 6:52! 10"16 m2=s. Even though the pre-
exponential agrees well with the analysis of Turnbull et al. [7],
the DFT based activation energy is almost twice the value reported
by Turnbull et al. [7]. The resulting diffusivity is shown in Fig. 3
and, even though the assumption of mutual recombination
between vacancies and interstitials significantly overestimates
the vacancy concentration, it is much lower than the diffusivity
obtained from our new model. The diffusivity derived according
to the Turnbull model corresponds to uranium vacancies diffusing
as a non-interacting species and the fission gas atom moving by
first binding and then detaching a vacancy from the Xe trap site
rather than the cluster migrating as a unit.

In early in-pile experiments Carrol et al. found an activation
energy of 1.3 eV and a pre-exponential factor of about
5 # 10"12 m2=s for Xe diffusion [107], both within the range pre-
dicted by our calculations. The value of 0.86 eV has been reported
[107] for in-pile diffusion is slightly lower than our calculated
value. However, there is rather high uncertainty for the radia-
tion-enhanced diffusivities and other studies found in-pile diffu-
sivities that were close to the intrinsic diffusivities for
stoichiometric UO2 [107].

5. Application to fission gas release analysis with BISON

Fission gas release models must include both intrinsic and radi-
ation-enhanced diffusion. The two contributions are compared in
Fig. 5 for stoichiometric UO2, which includes both the vacancy lim-
ited and cluster diffusion mechanisms. The assumption of nearly
stoichiometric UO2 implies that the Xe trap site is assumed to be
either Xe00UO (vacancy limited diffusion) or Xe!U2O (cluster diffusion)
depending on temperature. Similar analysis can be performed for
UO2"x and UO2þx. According to the UO2 results, radiation-enhanced
diffusion dominates over intrinsic diffusion below 1771 K, which is
in qualitative agreement with the diffusion model due to Turnbull
et al. [7] also shown in Fig. 5. Both the intrinsic and radiation-
enhanced diffusivity is slightly higher in Turnbull’s model. Below
1623 K the strong binding between vacancies and Xe trap sites lead
to transition from vacancy limited to cluster diffusion for the
radiation-enhanced mechanism. The same transition for intrinsic
diffusion occurs at 1671 K.

A first application of the present atomistic study in a multiscale
approach to nuclear fuel modeling was addressed by implementa-
tion of the calculated fission gas diffusivities in the BISON fuel per-
formance code [109]. BISON incorporates a model for the analysis

of fission gas release (FGR), which adopts and extends the treat-
ment developed in Ref. [23]. The first and basic step in FGR,
namely, gas diffusion from within the fuel grains to the grain
boundaries (intragranular diffusion), is computed through numer-
ical solution of the relevant diffusion equation in spherical coordi-
nates [18]. An effective fission gas diffusivity is employed that
allows for the effects of intragranular bubbles, and is calculated
based on the diffusivity of fission gas atoms [2,9]. For this purpose,
the empirical correlation of Turnbull et al. [7,8] (see Section 1) is
used as standard option. In addition, the diffusivity obtained as
the sum of the D1 (intrinsic diffusion, high temperature) and D2

(radiation-enhanced diffusion, intermediate temperature) terms
for stoichiometric UO2 (Section 3.2) calculated in this work are
incorporated in the code and considered in the present simula-
tions. In order to conform with the model by Turnbull et al. [7],
which used the diffusivity measured by Davies and Long [24] in
H2(g) atmosphere, we used the calculated diffusivity for the same
conditions. Future work should consider the fuel chemistry in
more detail.

Fig. 5. (a) The intrinsic (log D1ð Þ) and radiation-enhanced (log D2ð Þ) Xe diffusivity for different Xe trap sites plotted as function of inverse temperature (the corresponding
temperature is indicated at the top tick marks), focusing on the mechanisms that apply to nearly stoichiometric UO2. The experimental model derived by Turnbull et al. [7] is
also included. (b) Zoom of the high temperature region in (a). The temperatures indicate the cross-over between intrinsic and radiation-enhanced diffusion mechanisms as
well as the transitions from vacancy limited to cluster diffusion.
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either Xe00UO (vacancy limited diffusion) or Xe!U2O (cluster diffusion)
depending on temperature. Similar analysis can be performed for
UO2"x and UO2þx. According to the UO2 results, radiation-enhanced
diffusion dominates over intrinsic diffusion below 1771 K, which is
in qualitative agreement with the diffusion model due to Turnbull
et al. [7] also shown in Fig. 5. Both the intrinsic and radiation-
enhanced diffusivity is slightly higher in Turnbull’s model. Below
1623 K the strong binding between vacancies and Xe trap sites lead
to transition from vacancy limited to cluster diffusion for the
radiation-enhanced mechanism. The same transition for intrinsic
diffusion occurs at 1671 K.

A first application of the present atomistic study in a multiscale
approach to nuclear fuel modeling was addressed by implementa-
tion of the calculated fission gas diffusivities in the BISON fuel per-
formance code [109]. BISON incorporates a model for the analysis

of fission gas release (FGR), which adopts and extends the treat-
ment developed in Ref. [23]. The first and basic step in FGR,
namely, gas diffusion from within the fuel grains to the grain
boundaries (intragranular diffusion), is computed through numer-
ical solution of the relevant diffusion equation in spherical coordi-
nates [18]. An effective fission gas diffusivity is employed that
allows for the effects of intragranular bubbles, and is calculated
based on the diffusivity of fission gas atoms [2,9]. For this purpose,
the empirical correlation of Turnbull et al. [7,8] (see Section 1) is
used as standard option. In addition, the diffusivity obtained as
the sum of the D1 (intrinsic diffusion, high temperature) and D2

(radiation-enhanced diffusion, intermediate temperature) terms
for stoichiometric UO2 (Section 3.2) calculated in this work are
incorporated in the code and considered in the present simula-
tions. In order to conform with the model by Turnbull et al. [7],
which used the diffusivity measured by Davies and Long [24] in
H2(g) atmosphere, we used the calculated diffusivity for the same
conditions. Future work should consider the fuel chemistry in
more detail.

Fig. 5. (a) The intrinsic (log D1ð Þ) and radiation-enhanced (log D2ð Þ) Xe diffusivity for different Xe trap sites plotted as function of inverse temperature (the corresponding
temperature is indicated at the top tick marks), focusing on the mechanisms that apply to nearly stoichiometric UO2. The experimental model derived by Turnbull et al. [7] is
also included. (b) Zoom of the high temperature region in (a). The temperatures indicate the cross-over between intrinsic and radiation-enhanced diffusion mechanisms as
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Atomistic modeling for Xe resolution
•  Molecular dynamics (MD) calculations 

for the Xe resolution rate from intra-
granular bubbles were performed at 
Pacific Northwest National Lab.  
 (W. Setyawan et al., in preparation) 

•  Will be used to inform the engineering 
model in BISON 

10

limit of 3.2⇥10�4/s for 0.5-0.6 nm radius bubbles sug-
gests ⇣ < 0.8. Therefore, ⇣ = 0.73 is a fair value for our
model.
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FIG. 9. Evaluated Xe re-solution rates due to thermal spike
as a function Xe bubble radius for several values of the ra-
tio between the thermal spike energy and the total electronic
stopping power (⇣ = Se,eff/Se). Plots are ordered with the
topmost curve corresponding to the largest ⇣.

VI. CONCLUSIONS

The thermal spike simulations have revealed system-
atic trends in the re-solution probability as a function of

bubble radius (R), thermal spike energy (⇣S
e

), and o↵-
centered distance (r) between the thermal spike axis and
the bubble center. The trends allow a new re-solution
rate model to be parametrized in terms of these vari-
ables. The o↵-centered e↵ect is shown to decrease the
re-solution by a factor of 0.25 (averaged over the circular
cross-section of the thermal spike). The dependence on
the thermal spike energy shows that no-resolution occurs
for ⇣S

e

< 9.04 keV/nm. Evaluation of the re-solution
rate model has been presented using a distribution of
U-235 fission products due to thermal neutrons. The de-
cay of the total electronic stopping power (S

e

) for each
fission product over distance is simulated and taken into
account. For a typical fission rate density of 10�8/nm3/s,
the re-solution rate is then calculated as a function of R
for several values of ⇣. Comparison with published empir-
ical values suggests that ⇣ = 0.73 is a reasonable choice.
Using this value, all empirically fit rates are consistent
with the evaluated model. The results also support the
notion that thermal spike is the rate-controlling process
for Xe gas bubble re-solution in UO2 [31] as opposed to
collision cascades.
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FIG. 4. Fraction of re-solved Xe due to an on-centered thermal spike (�0) as a function of thermal spike energy. Error bars
denote the standard deviations calculated from 15 bubbles for the R0.6 and R0.8 nm radius bubbles and five bubbles for the
larger bubbles. Data are fitted using an exponentially saturating function �0 = 1� e

�↵(Se,eff�Se,c) where Se,c = 9.04 keV/nm
(or 2.47 eV/atom) and ↵ = 0.05/R1.47.
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FIG. 5. Fraction of re-solved Xe due to an o↵-centered thermal spike as a function of the o↵-centered distance obtained
using 16-keV/nm thermal spike. Error bars denote the standard deviations from five bubbles. Data are fitted using � =
�0e

�brc � y1[e
r � 1]e�rc , where y1 = �0e

�b(rc)
c
/(1� e

�rc) and �0 is 0.45, 0.12, and 0.04 for R0.8N36, R2N562, and R3N2779
bubbles respectively and rc = R + Rspike. The fitted values are b = 0.09 and c = 2.41 (R0.8N36), b = 0.14 and c = 1.80
(R2N562), and b = 0.16 and c = 1.50 (R3N2779).

re-solution model becomes

�/�0 = e

�3.09(r/rc)
1.76

� y1[e
(r/rc) � 1]e�1

y1 = e

�3.09
/(1� e

�1)
(5)

As in Equation 4, the model is only defined up to r = r

c

,
hence it is understood that for r > r

c

, � = 0.

V. RE-SOLUTION RATE

Equations 3 and 5 constitute a model of the fraction of
re-solved Xe (� ) from a bubble of radius R as a function
of S

e,eff

and r. In turns, S
e,eff

decreases as the ioniz-
ing fission product travels through the material. Let us
consider a cylindrical coordinate system with the origin
at the bubble center and the axial direction x oriented
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FIG. 4. Fraction of re-solved Xe due to an on-centered thermal spike (�0) as a function of thermal spike energy. Error bars
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bubbles respectively and rc = R + Rspike. The fitted values are b = 0.09 and c = 2.41 (R0.8N36), b = 0.14 and c = 1.80
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V. RE-SOLUTION RATE

Equations 3 and 5 constitute a model of the fraction of
re-solved Xe (� ) from a bubble of radius R as a function
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and r. In turns, S
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decreases as the ioniz-
ing fission product travels through the material. Let us
consider a cylindrical coordinate system with the origin
at the bubble center and the axial direction x oriented



Phase-field modeling for 
grain-boundary saturation
•  Phase-field model of bubble evolution at grain faces 

and edges (triple junctions) was developed at INL 
•  Grain-edge coverage and saturation was correlated 

to grain-face coverage 
•  Can be used to inform the engineering model with 

thresholds for FGR from the grain edges 
Tucker, Radiation Effects, 53, 1980 

254 M .  0. TUCKER 

FIGURE 3 Fracture surface of UO, fuel irradiated at  1460°C 
in which the early stages of grain edge tunnel formation may 
be seen. 

before the faces become similarly saturated. Thus 
the first grain edge tunnels are formed by the 
coalescence of lines of cigar-like bubbles. 

There is an inclination for very narrow tunnels 
to neck-off by surface diffusion, analogous to the 
collapse of long cylindrical soap films. The resulting 
lines of voids will refill with fission gas diffusing 
from within the grains until they too grow into 
coalescence with their neighbours, and the new 
tunnel formed in this way is larger in width than 
that which had previously collapsed. The process 
of collapse and reformation may be repeated 
again and again, the tunnel volume growing as a 
result of each cycle. However, since the rate of 
collapse of these tunnels is inversely proportional 
to the fourth power of the tunnel width it soon 
becomes inconsiderably slow, the pores appearing 
to be stable and to remain open all the time.6 In 
this condition they no longer contain fission gas, 
which is now free to escape from the fuel, and 
because of the nett positive curvature of the pore 
surfaces there is a tendency for the tunnels to 
shrink by sintering, vacancies flowing from them 
to sinks on the grain faces. If interconnected grain 
edge porosity is to continue to grow, in line with 
observation, there must be some mechanism not 
yet considered which successfully opposes the 
shrinkage by sintering. 

In fact there are two such mechanisms which 
operate simultaneously. Firstly, as the lenticular 

bubble population develops on the grain faces it 
forces apart the grains on either side of the boun- 
dary containing the bubbles. Because the tunnels 
along the grain edges are bounded by three grains, 
each of which are moving outwards relative to the 
original line of the grain edge, the growth of the 
lenticular bubbles simultaneously prises open the 
grain edge tunnels, thus opposing their inclination 
to sinter." This mechanism remains effective 
whilst lenticular bubble growth on the grain faces 
continues to occur. If the grain size is small enough 
this is always the case because, as discussed in 
Section 2.2, bubbles coalesce with the grain tunnels 
before coming into contact with one another. In 
this situation the grain faces are periodically 
cleared of all bubbles, a new population begins to 
develop, and neighbouring grains ,are contin- 
uously being forced apart. On the other hand, if 
gas release to the tunnels occurs as in large grained 
fuel by way of snake-like tunnels forming across 
the grain faces, roughly speaking no further bubble 
growth occurs on the grain faces and this first 
mechanism for tunnel growth will cease to operate. 

The second mechanism is based on the transfer 
of vacancies from the grain faces to the grain edge 
tunnels by bubble/tunnel coalescence.' As dis- 
cussed in Section 2.2 this process is most efficient 
in small grained material for which the number of 
vacancies associated with a gas atom reaching the 
tunnels is greatest. Thus the smaller the grain size 
the more rapidly the tunnel porosity develops, and 
this relationship is observed in practice.' 

The effect of mechanical restraint pressure is 
twofold. Firstly, because it slows down the growth 
of lenticular bubbles on grain faces it is most 
likely that at saturation the resulting population 
will be on a finer scale than in unrestrained fuel, 
and thus the grain face swelling at this point will be 
less. It follows that the rate of prising open the 
tunnels will also be less, and that the incidence 
of forming snake-like bubbles is more likely. 
Since furthermore the presence of compressive 
stress enhances the rate of sintering the develop- 
ment of grain edge tunnels is very susceptible 
to mechanical restraint. Compressive stress can 
also arise due to the plenum gas pressure, but 
since the pressure acts equally on tunnel surfaces 
and on the external fuel surface it can have no 
effect on the rate of sintering. Nevertheless since 
it is indistinguishable from mechanical restraint 
pressure so far as the grain face bubbles are 
concerned the plenum pressure indirectly serves 
to inhibit the growth of grain edge tunnels. 
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(b) NTJ = 6.25/µm
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(c) NTJ = 7.14/µm
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(d) NTJ = 8.93/µm

Figure 6: Evolution of fractional triple junction coverage (XTJ ) and number of saturated

triple junctions (ns) as a function of grain boundary coverage by fission gas bubbles, for

varying linear density of bubbles on triple junctions NTJ . As NTJ increases, the initial triple

junction coverage increases, and the individual triple junctions saturate sooner with respect

to grain boundary coverage. The data of Figure 6c corresponds to the microstructural images

shown in Figure 4.
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Multiscale fission gas model for U3Si2
•  Initial model of fission gas behavior in 

U3Si2 for BISON

•  Informed by atomistic calculations for the 
basic parameters (resolution, diffusivity), 
to fill the experimental data gap

•  Sensitivity analysis to help addressing 
future research 

Shimizu, Report NAA-SR-1062, 1965 
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Outlook

Bubble coarsening, Kashibe et al., 
J. Nucl. Mater. 206, 22, 1993

independent of irradiation temperature. Compared 
with the present results (fig. lb) for the high burnup 
fuel of 44 GWd/t, they did not observe the 2 nm 
bubbles in addition to the 8 nm bubbles with a narrow 
monomodal distribution. The reason why Ray et al. 
reported a bubble density of about l-2 orders of 
magnitude smaller than the value (7 x 1O23 me31 ob- 
tained in the present fuel is probably due to no enu- 
meration for the 2 nm bubbles. 

Figs. 2 and 3 show SEM fractographs of the fuels 
with 23 GWd/t after annealing at 1600 or 1800°C for 5 
h, respectively. In both fra~tographs, coarsened intra- 
granular bubbles are found only within limited regions 

near the grain boundaries, i.e. about 1 ym for the case 
of 1600°C x 5 h of fig. 2 and about 3 km for the case of 
1800°C x 5 h of fig. 3, in contrast to smaller bubbles of 
45-55 nm in the central region of the grains. Near the 
boundaries no smaller bubbles precipitate. The en- 
hanced coarsening near the grain boundaries clearly 
indicates that a substantial vacancy supply from open 
grain boundaries or free surfaces due to the formation 
of grain boundary tunnels plays an important role in 
the coarsening of bubbles. In the grain interiors, a 
sufficient supply of vacancies may be suppressed due to 
the distance from vacancy sources, such as grain 
boundaries or free surfaces. The observed mean bub- 

26 S. Ku&be er al. / Formaf~~~ and growth off~s~~ gas bubbles 

Fig. 3. SEM fractographs of the fuel with burnup of 23 GWd/t after annealing at 180O”C~5 h. 
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q  Inform BISON fission gas models with 
new parameters from atomistic models 
of Xe diffusion and resolution 

q  Extend intra-granular model to bubble 
coarsening and the associated fuel 
swelling during transients/ high burnup 

q  Extend fission gas model to gaseous 
porosity evolution in the high burnup 
structure (HBS) 

q  Continued model validation 
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limit of 3.2⇥10�4/s for 0.5-0.6 nm radius bubbles sug-
gests ⇣ < 0.8. Therefore, ⇣ = 0.73 is a fair value for our
model.
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FIG. 9. Evaluated Xe re-solution rates due to thermal spike
as a function Xe bubble radius for several values of the ra-
tio between the thermal spike energy and the total electronic
stopping power (⇣ = Se,eff/Se). Plots are ordered with the
topmost curve corresponding to the largest ⇣.

VI. CONCLUSIONS

The thermal spike simulations have revealed system-
atic trends in the re-solution probability as a function of

bubble radius (R), thermal spike energy (⇣S
e

), and o↵-
centered distance (r) between the thermal spike axis and
the bubble center. The trends allow a new re-solution
rate model to be parametrized in terms of these vari-
ables. The o↵-centered e↵ect is shown to decrease the
re-solution by a factor of 0.25 (averaged over the circular
cross-section of the thermal spike). The dependence on
the thermal spike energy shows that no-resolution occurs
for ⇣S

e

< 9.04 keV/nm. Evaluation of the re-solution
rate model has been presented using a distribution of
U-235 fission products due to thermal neutrons. The de-
cay of the total electronic stopping power (S

e

) for each
fission product over distance is simulated and taken into
account. For a typical fission rate density of 10�8/nm3/s,
the re-solution rate is then calculated as a function of R
for several values of ⇣. Comparison with published empir-
ical values suggests that ⇣ = 0.73 is a reasonable choice.
Using this value, all empirically fit rates are consistent
with the evaluated model. The results also support the
notion that thermal spike is the rate-controlling process
for Xe gas bubble re-solution in UO2 [31] as opposed to
collision cascades.
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